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AntConc functioned straightforwardly as a concordancers.  It can tell us about the distribution of indefinite pronouns, such as these and those, in Heart of Darkness, but it can not tell us that these and those function as indefinite pronouns.  We had to know enough about the structure of language ourselves to think of doing such a search.

In other words, that concordancer can not parse the words occurring in a corpus.  If we added a parser (an automatic grammatical tagging of each word in a corpus in its context), we have a much more powerful tool.  Consider a simple sentence like I like him.  A parser can reveal a wealth of grammatical information about that sentence, e. g.,

	Form
	Clause level
	Indicative Mood

	
	Lexical level
	Pronoun

· personal

· 1st person

· singular

· subjective (aka nominative) case
	Verb

· present tense

· singular

· transitive
	Pronoun
· personal

· 3rd person

· singular

· masculine

· objective (aka dative) case

	
Example

	
I
	
like
	
him.

	Function
	Grammatical
	Subject
	Verb
	Object

	
	Semantic roles
	Agent
(Actor)
	Action (Process)
	Patient
(Goal)

	
	Information flow
	Theme
	Rheme


With a parser, we can now query corpora based on grammatical features instead of words or phrases alone.  For example, above we see agency expressed through the grammatical subject, but what other structures might convey agency in the English clause?  Similarly, above we see a pronoun functioning as the theme of the clause, but are all themes pronouns? Or do all pronouns function as themes?  Given a parser hooked to a concordancer, questions like those become trivial tasks.
UAM CorpusTool

One such tool is UAM CorpusTool written by Mick O'Donnell (http://corpustool.com/).
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As one can see from the screenshots on the web page above, CorpusTool will provide
1. a more robust set of statistical information about the search results,
2. the ability to search by grammatical features (such as all nouns), not just individual words or phrases,
3. graphic representations for grammatical structure for every sentence in the corpus, and
4. most of the features of a concordance program, like AntConc.

CorpusTool does have a much steeper learning curve, because it is a much more sophisticated program.  Further, CorpusTool requires that Java is installed, since CorpusTool uses Java to run parts of its programs.  This might require a separate install.
Further, CorpusTool is more resource intensive.  On my machine, Windows sometimes reports that CorpusTool is unresponsive, leading the user to think the program has frozen.  Often, though, the tool is just busy processing a complex or large job and, if left alone, will produce the results in a few minutes more.



Exercises for CorpusTool
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1. Downloading, installing, and exploring UAM CorpusTool

a. Download and install CorpusTool from http://corpustool.com/download.html
If necessary, download and install Java as well from http://java.com
b. Download Shakespeare's Sonnet 87 from https://rhetory.com/corpustool
c. Open your copy of CorpusTool (and be online with internet access at the same time.  CorpusTool downloads additional software components when we use it for the first time.)
d. Follow along in the workshop as we 
· create a new project, 
· add layers, 
· run a parse of the poem over all the layers, and
· do some simple searching
See Figure 1 below for a screen capture of CorpusTool as we finish this exercise..
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2. Exploring academic writing

a.   Download "How Cats Lap" from https://rhetory.com/corpustool
b.   Following the same steps as we practiced above, 
· add the file to a new project,
· create the parsing layers, 
· create SFL mood and SFL transitivity layers, and 
· run the parser over all the layers.
c.   Explore the file for use of foreign words [tag='FW'] and search for nouns for       keyness/keywords.  Note the abstract, Latinate vocabulary of academic writing.

3. Literature example
a.   Download Hemingway's "Indian Camp" from https://rhetory.com/corpustool
b.   Following the same steps as we practiced above, 
· add the file to a new project,
· create the parsing layers, 
· create Modality, SFL mood and SFL transitivity layers, and 
· run the parser over all the layers.
c.   Explore the vocabulary around Nick, determinate vocabulary, modality, and use of       questions.


Tips for using CorpusTool

CorpusTool will sometimes run differently from other applications on your computer.  Below we have some advice that might help.

The advice falls into three categories: computer, corpus, and user management.
1. Computer (and program) management

a. Be online the first time you do a parse and search with CorpusTool.  The first time we use the Search utility in CorpusTool, the program tries to download another piece of software (an interpreter for the parse).  If the computer is not online at this time, the search will fail.  This might also be true of the other utilities in CorpusTool, such as Statistics and Explore.  Once CorpusTool has the necessary extra software, CorpusTool will work offline as well.

b. Resource hog.  CorpusTool uses a lot of your computer's processing and memory resources.  It might help to run CorpusTool alone, without using other applications simultaneously. 

c. Close CorpusTool and restart after a crash or error message to clear the program's memory allocation.

d. Sometimes, a reboot/restart of your computer will help the program by resetting all the computer's available resources.

e. Occasionally, while running CorpusTool, the screen may "grey-out" and the title bar might report that the program is "Not Responding."  This often is a false alarm.  If we wait a few minutes, the program will complete its task, display its findings, and return to normal function.

f. kill, kill, KILL.  Keep the Task Manager open when you start to experience many crashes of the program or extremely sluggish performance.  CorpusTool uses Java to parse the corpus files.  Sometimes, CorpusTool will open multiple instances of Java for different tasks and fail to close them.  Java is resource intensive itself, so manually closing unneeded instances of Java will free a lot of system resources.

g. Sometimes, CorpusTool will get into a loop, popping up an error message over and over again.  Because the error messages are what programmers call "modal dialogs," the user can't close the error message and then close the program quickly enough before the next error message pops up and takes focus away from the program's main window.  In such events, our only option is to use Task Manager to force the program to end.
.

2. Corpus management

a. Big is the enemy.  Big files in your corpus will either slow CorpusTool to the point at which the user will think the program has "frozen" or will cause the program to fail to start a task (without reporting the failure).  

On a machine, with an i7 Intel chip and 8G of RAM, we find that a text file (.txt) larger than 200K will just not work.  We prefer to keep corpus files less than 100K each.  A thousand small files will work better than one large file with exactly the same data.  We have successfully created and processed corpora for CorpusTool with more than a thousand smaller text files in each project.

A quick internet search will reveal several good freeware utilities that break large text files into a series of smaller text files.

3. User management

a. Make a cup of coffee.  As mentioned above, CorpusTool requires patience.  It often runs slowly, even when it is running perfectly.  If you are too impatient to wait for it to finish its task, wanting to click "Stop" and try again, we recommend that you move away from your computer for a few minutes.

b. Give up.  Sometimes, a project we have started just doesn't seem to work at all.  In such cases, reconsider the goals of your study, how you collected your corpus, and the methods you use to find some data.  Often, re-envisioning your study – or simply tweaking the query strings you might be using – could move you from hell to heaven in a matter of minutes (and the chronic migraines you now experience regularly will help you ignore the raging peptic ulcer you developed along the journey).

c. Use the Penn Treebank tag list.  It will help you construct better queries for your searches.

Corpus of Contemporary American English (COCA)

COCA is one of several prepared, edited, and free corpora from Mark Davies and Brigham Young University (https://corpus.byu.edu/coca/).  COCA is just one of many useful corpora that BYU offers:
	English
	# words
	language/dialect
	time period
	compare

	News on the Web (NOW) (See the 2017 Word of the Year)
	5.6 billion+
	20 countries / Web
	2010-yesterday
	 

	Global Web-Based English (GloWbE)
	1.9 billion
	20 countries / Web
	2012-13
	 

	Wikipedia Corpus
	1.9 billion
	English
	-2014
	Info

	Hansard Corpus
	1.6 billion
	British (parliament)
	1803-2005
	Info

	Early English Books Online
	755 million
	British
	1470s-1690s
	 

	Corpus of Contemporary American English (COCA)
	560 million
	American
	1990-2017
	* * * * *

	Corpus of Historical American English (COHA)
	400 million
	American
	1810-2009
	* *

	Corpus of US Supreme Court Opinions
	130 million
	American (law)
	1790s-present
	 

	TIME Magazine Corpus
	100 million
	American
	1923-2006
	 

	Corpus of American Soap Operas
	100 million
	American
	2001-2012
	*

	British National Corpus (BYU-BNC)

 HYPERLINK "https://corpus.byu.edu/corpora.asp?b=y" *
	100 million
	British
	1980s-1993
	* *

	Strathy Corpus (Canada)
	50 million
	Canadian
	1970s-2000s
	 

	CORE Corpus
	50 million
	Web registers
	-2014
	 

	Other languages
	 
	 
	 
	 

	Corpus del Español   (see also...)
	2.1 billion
	Spanish
	1200s-1900s
	*

	Corpus do Português   (see also...)
	1.1 billion
	Portuguese
	1300s-1900s
	 

	N-grams
	 
	 
	 
	 

	Google Books: American English 
	155 billion
	American
	1500s-2000s
	*

	Google Books: British English
	34 billion
	British
	1500s-2000s
	 

	Google Books: Spanish
	45 billion
	Spanish
	1500s-2000s
	 


Like CorpusTool, COCA combines a concordancer with a parser, allowing for a more robust analysis of the corpus.  For example, using COCA, we easily can find an answer to whether contemporary writers of English treat noun1 in noun1 + noun2 structures as a premodifier or as a genitive noun:

See Figure 2, below, for an example of searching COCA for genitive (possessive) nouns (using the genitive inflection).


Figure 3, shows us the result of that search above. Clicking on individual instances of the search results will open that word in a KWIC window so that we can see the word in context.

COCA displays the search results in a variety of ways.  In Figure 4, below, we see the "Chart" view of our search results distributed among different subcorpora in COCA.
Further exploration into COCA (and Corpus of Historical American English (COHA)) reveals that contemporary English speakers prefer not to use the inflected genitive, preferring the uninflected form instead. 
See Table 1, below.

	Table 1:
Frequencies of selected noun1 + noun2 structures in the 
Corpus of Contemporary American English 
(410 million words, 1990 – 2010). 

	uninflected noun1 + noun2 forms

	inflected apostrophe s ['s] forms


	business + noun

	27437

	business'(s) + noun

	40 / 105


	businesses + noun

	126

	businesses' + noun

	45


	sun + noun

	4384

	sun's + noun

	1364


	teacher + noun

	8817

	teacher's + noun

	1588


	teachers + noun

	1019

	teachers' + noun

	1908


	adjective + business + noun

	2558

	adjective + business'(s) + noun

	4 / 8


	adjective + businesses + noun

	55

	adjective + businesses' + noun

	8


	adjective + teacher + noun

	566

	adjective + teacher's + noun

	130


	adjective + teachers + noun

	126

	adjective + teachers' + noun

	155


	adjective + noun + noun

	more than 10,000,000

	adjective + noun' + noun

	1110


	adjective + noun + noun

	more than 10,000,000

	adjective + noun's + noun

	6354



	


In Table 1 above, we can see that in most cases, the uninflected form is preferred. For example business decisions is far more common than business' decisions or businesses' decisions. We might hypothesize, therefore, that writers are reanalyzing noun1 not as genitive premodifiers of noun2, but as simple noun premodifiers of noun2.
The corpora that Davies prepared also allow us to do some historical and comparative analyses of different corpora too.  For example, in Table 2 below, we can see that contemporary writers seem to prefer to use the apostrophe s ['s] over the bare apostrophe ['] in cases where the noun ends in a /s/ or /z/ sound.
	Table 2:
Frequencies of the bare apostrophe and the apostrophe s after seven words ending in an /s/ or /z/ sound in the Corpus of Contemporary American English
(1990-2010).


	bare apostrophe ['] form

	apostrophe s ['s] form


	Charles'

	266

	Charles's

	398


	Davies'

	32

	Davies's

	29


	Jones'

	1,033

	Jones's

	653


	Paris'

	136

	Paris's

	170


	Thomas'

	585

	Thomas's

	933


	Alex'

	3

	Alex's

	700


	Sanchez'

	9

	Sanchez's

	97


	TOTAL

	2,064

	TOTAL

	2,980



	
	Table 3:
Frequencies of the bare apostrophe and the apostrophe s after seven words ending in an /s/ or /z/ sound in the Corpus of Historical American English
(1810-2000)
bare apostrophe ['] form

apostrophe s ['s] form

Charles'

318

Charles's

935

Davies'

55

Davies's

38

Jones'

421

Jones's

657

Paris'

216

Paris's

43

Thomas'

336

Thomas's

514

Alex'

10

Alex's

231

Sanchez'

11

Sanchez's

14

TOTAL

1,367

TOTAL

2,432




Comparing the data in Table 2 with the historical data in Table 3, we can also see that there is a larger historical shift away from the apostrophe s ['s] toward the bare apostrophe ['] in such cases.  (Compare the totals above and notice that historically, the preference for the apostrophe s ['s] is just about 2 to 1.  That preference among contemporary writers is eroding however to just about 1 to 1.)
The one drawback to the BYU site is its limited ability for users to upload their own texts for corpus analysis.  However, we can upload some of our own academic writing, and then we can compare our academic writing against different sub-corpora in COCA, including academic writing written by other academics. 

Tips for using COCA
COCA is under continuous development.  It is worth our while to look occasionally for new features or other improvements.  Not all the changes, however, seem to be improvements.  For example, in the last year or two, COCA now seems to require registration any time we wish to perform a search.  

1. Register on the web site and log in for each use of COCA.  It's free, and registration will give you access to more of the site's features.

2. Wait. If redirected to an ad page selling "premium" access to COCA, just wait. Although COCA doesn't tell us this, a link to our search results will appear on the ad page in ~20 seconds.

3. Use the Penn Treebank tag list.  It will help you construct better queries for your searches.

Conclusion: more reasons why we bother with concordancing
Beside writers and linguists, the list of people interested in concordancing and corpus linguistics grows quite long, all because our language use reveals our cultural, socio-economic, political interests and more:
1. anthropologists, 
2. sociologists, 
3. ethnographers, 
4. advertisers,
5. political scientists, 
6. legal studies,

7. law enforcement (especially forensic investigators), and 
8. even the robots from Google and Facebook (among others), who data mine our digital lives in order to better understand our interests and thoughts so that Google and Facebook (and the advertisers who buy these data from them) can better influence our thinking and behavior.
For example, by studying the text on your Facebook page, the pages of your "friends," and the patterns of your "likes," Facebook can predict with 88% accuracy your sexual orientation, drug use, and political beliefs.
  Similarly, a second study by the National Academy of Sciences,  studying the information gathered by our gmail, Youtube views and comments, blog posts and comments, Facebook pages and the pages of friends, our WhatsApp conversations, and "likes," could predict accurately a Google or Facebook user's race, IQ, sexuality, substance use, personality, and political views.
  By the way, despite everything Google and Facebook say about privacy, Google does scan and store all our email,
 and Facebook records and stores our WhatsApp information.
  Furthermore, Google and Facebook sell that information to advertisers (and share with government agencies for national security purposes).
, 
, 
 Those are just the small bits of all the data mining that occurs in the digital age.  
Indeed, even Russians use corpus information to indentify and target American voters in order to influence elections, particularly the 2016 election.
, 
, 
, 

Corpus analysis has become a powerful tool in many disciplines simply because tools like concordancers can so accurately search for patterns among users' language, patterns that reveal cultural, behavioral, and intellectual patterns among individuals and groups of people.
Figure 4: Results for each subcorpus of COCA (using Chart tool)
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Figure 3: COCA Search results (using List tool)
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Figure � SEQ Figure \* ARABIC �2�: COCA Search for nouns marked for the singular genitive (using List tool)
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Figure 1: CorpusTool v3 Search
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See https://rhetory.com/corpustool for the files we will need for these exercises.








See https://www.wordandphrase.info/analyzeText.asp for the web site that allows us to upload our texts for comparison with other writers.
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Review https://rhetory.com/cccc2016/tools.htm CCCC 2016 for screen captures and some discussion of how and what CorpusTool (and COCA) does.
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